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Introduction
1 This document discusses the parts relevant to all data mobilisation processes in the form of a series of components (section 1), delving into the specifics of these components. Then for each component tools that have been encountered are also analysed (section 2). 
2 For a more concise introduction to these concepts without a discussion on tools, see the following [Data management -> Mobilisation -> Data mobilisation: tools and components]: https://docs.google.com/present/edit?id=0ASNWJFdh4pHZZDhyY3I1OF8xZ2o5M2s4NjY&hl=en 
3 Data Mobilisation Components
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Figure 1 - data mobilisation components (note: direction of arrows indicate flow of data)
4 Data storage system(s)
These are the organisation's data-storage system(s), used by their data management processes, and collectively forming the historical, digital record of an organisation's activity. 
Depending on the extent of coverage, they can aid in quality checking and/or data integration. They are usually limited to the organisational boundary, and can form a list of potential values for a given concept (i.e. a valid range or constraint, or a controlled vocab.)
5 DM implementation
This is the overall process designed and implemented to share information - Prepare data for sharing, Map data and Mobilise data. <NOTE: to be revised to align with BK latest DM process>
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Figure 2 - abstract implementation processes
The implementation evolves over three phases, with each phase laying the foundation for the next (see figure 1):

1. a private export storage and file transport (push) mechanism,

2. a public/dmz storage mechanism to support external, on-demand access,

3. and a remote access (pull) mechanism.
Phase 1 can be considered a functional prototype and will allow investing the minimum of effort required to share data (extract data and push). Access to a full range of data also aids greatly in the mapping process.
Phases 2 and 3 are considered separate mainly because the Remote access mechanism (component 6) demands the involvement of an organisation's I.T. security. If component 6 is desirable, options should be considered and I.T. security be engaged early on.
6 Private export storage mechanism
This component is all about proving the most suitable method for extracting data. Data are extracted directly from, or as close to, the organisation's principal data storage, using a method that is tightly coupled with that particular storage system. This is one of the main reasons that implementation is organisation-specific.
Options to access the data include JDBC, ADO, ODBC, or a proprietary utility from the database vendor. Some options for manipulating and storing the data include SQL or similar database instructions, Extract Transform Load (ETL) tools (e.g. Pentaho DI, Talend, SSIS), command line scripting (e.g. awk, sed, powershell), or bespoke programming languages such as Java or dotNET. 

While there are no hard and fast rules about preference, the data manipulation options will be chosen in conjunction with the data access method and also the capabilities of the organisation – with the view that they must be able to maintain it into the future.

Data are then held to facilitate a full or partial (update) export via one of the push mechanisms. Requirements are :

· the component must be able to be maintained by the organisation,

· data considered private to the organisation are excluded,

· the data schema must be well described and stable – it should be in a standard form (such as DarwinCore) but this is not necessary,

· concepts represented in the schema allow for a full-quality record,

· a full list of current, valid, non-private record identifiers, including last-modified information, is available,

· copies of code used to generate the current id-list, as well as populate the storage mechanism, are stored along with the data,

· all files generated have a system-local timestamp embedded in the file name.

Some options for this storage are: compressed text-file(s), a database, etc.
A special case is the HermesLite pitcher instance, which is the storage and transport mechanism in one (see next section). At this point, a GBIF-IPT instance, accessible within the organisation only, could be mapped to the storage mechanism also.

7 File transport mechanism (push – lower security considerations)
Moving a file from the private export data store around using any of a number of methods including, (s)FTP, email, “DropBox”, Australia Post, (s)HTTP upload.  These are send methods of transfer and so may be less of a security concern.
File transfer is a “push” mechanism, the owner has to produce the new file before it can be sent.  The production of an export file can be automated using command line scripting or Data Integration tools to periodically run a query and save a file or files, compress them if needed and FTP, email or place them in a dropbox.
An option for larger data sets is an initial export sent on disk via post and then updates sent via another method such as email.
The push mechanism is by no means limited to one interested party (i.e. target, or listener). The preference at time of writing is sftp to the Atlas upload server: upload.ala.org.au
8 Public/DMZ storage mechanism
This component distinguishes itself by the fact that it facilitates external/remote access, and will probably need to reside in a lower-security area of the organisation's computer network. There is "plumbing" required to move data from the private store (component 3). Requirements are :

· data are accessible to the public-facing services described in the next section,

· data are available or mapped to DarwinCore or other relevant standard form,

· concepts represented allow for a full-quality record,

· the component 3 export queries, code and logs should be available if an autopsy is required – traditionally, these are lost or made inaccessible prior to this step,

· the current-id list is available in addition to the data – this point is essential, an update (partial export) can not support deleting of records unless it can be compared to a 'currently-valid' list of record identifiers.

Some options are: compressed text-file(s) representing a full-export and all updates since, a near-time database snapshot, a HermesLite catcher instance, a Vernon snapshot.

9 Remote access mechanism (pull – higher security considerations)
These methods provide automated access to a static or dynamic snapshot of the data described in component 5. They will require allowing access in through the organisation's firewall. Traditionally, this demands the involvement of I.T. security, so is considered a separate phase.

Remote access in its simplest form involves attaching to a service to download file(s). The files follow a consistent format, naming convention, etc. so they can be accessed programmatically. The files offered for download come directly from (or are built from views into) the storage mechanism described in the previous section. A GBIF-IPT instance is one such service, as are s/FTP and s/HTTP services.

Remote access also includes web service access points such as DiGIR, TAPIR or BioCASE.  Where an external party can effectively remotely query a database via a web service access point and have results returned (some options are described below). If organisational IT security is tight then this option is often difficult to implement.  A way to work with this constraint is to place a server outside the firewall either locally or separately hosted and transfer information to that server for exposure via web services.
This component, and its requisite component 5, probably represent the most difficult to implement successfully. This will probably require the organisation's IT security and server group(s) involvement.

Depending on the frequency of the update of component 5, implementing this component only for reasons of timeliness (as opposed to "another option for data access") may well be moot.
10 Data Mobilisation Tools
This section will evolve as more options are discovered and used within organisations' prototypes.
10.1 Data storage system(s)
10.2 This is your organisation's data store. They can be thought of as following three distinct patterns (with organisations having been encountered):
	Pattern
	Encountered so far
	Organisations

	Off-the-shelf collections management software
	keEmu; Specify; Morphbank; Vernon
	AM, SAM, MV; -; ALA; QM

	Bespoke, organisation-standard systems
	SQL Server; Foxpro
	ANIC, ANWC; MAGNT; 

	Organic systems
	Foxpro; Excel
	TMAG; SAM


10.3 Data Mobilisation implementation
10.4 The following is a schedule of organisations and a brief description of their DM implementation. Hopefully, you can find some people in here to talk to about yours.
	Organisation
	Components
	Notes

	Aust. Museum
	4, 5
	Emu texpress public-snapshot backend, linux bash script for file handling, awk script for mapping

	SA Museum
	3, 4
	Emu texpress internal backend, linux bash script for file handling, awk script for mapping

	
	
	


10.5 
10.6 Private export storage mechanism
10.7 This component consists of a method of accessing data in the principle data store, manipulating/extracting the data, and a way to store these data once extracted.
10.7.1 SQL or similar database instructions
If the principle data store is a relational database management system (or similar) then there is a high likelihood that data can be extracted using a form of Structured Query Language (SQL).

This option represents the most likely method of data extraction only. More sophisticated forms will also allow for data manipulation. It is rare that a SQL implementation also supports storage to disc that doesn't require some form of additional processing, if only compression.
Description/key characteristics
· Usually a standards-compliant language with vendor-specific extensions, used to access data in the principle data store
· Most querying/reporting layers, as well as more complex data access mechanisms, are built on top of this
· Requires access to the backend through one of the following:

· a command-line tool for issuing queries to the back end and receiving text-based responses

· or a standards-compliant data access driver that can pass query instructions to the backend and return results in an object-oriented framework, e.g. JDBC, ADO/NET, ODBC
10.7.2 Possible concerns
10.7.3 Can be complex to learn and maintain, but is probably necessary to cherry-pick data from the store

10.7.4 An alternative would be an indiscriminate, full dump of data if tools existed and allowed for this
10.7.5 Extract Transform Load (ETL) tools
e.g. Pentaho Data Integration (PDI), Talend, SQL Server Integration Service (SSIS)

These tools provide a graphical way of defining an export. With some it is possible that the entire implementation of this component 3, as well as the push mechanism and an update of the public/dmz data store (components 4  and 5) could be implemented within the one definition.
Description/key characteristics
· Graphical building of simple exports that requires little systems knowledge
· May be a third-party product or offered as part of the database system
Requires
· a moderate effort to get the first export up and running, but after that simple exports can be generated rapidly
· a standards-compliant data access driver that can pass query instructions to the backend and return results in an object-oriented framework, e.g. JDBC, ADO/NET, ODBC

- or -
vendor-specific command line utilities to access the backend

· an execution environment (e.g. java) on the running machine (might not be the principle data storage server, unless using command-line utilities)
Possible concerns
· Advanced function requires a steep learning curve and programming knowledge, likely a significant investment of time to become proficient in use
10.7.6 Can be complex to learn and maintain, but popular tools generally have a wide community of users
10.7.7 Command line scripting
e.g. dos-batch, bash, awk, sed, powershell

These tools provide a textual way of defining an export. Some of these can integrate with the shell and other processes, allowing for complex implementations similar to ETLs.
Description/key characteristics
· Textual building of simple exports, and chaining of processes  
· Generally operating-system specific, residing on the same server as the data store
Requires
· Vendor-specific command line utilities to access the backend
Possible concerns
10.7.8 Can be complex to learn, but generally have a wide community of users
10.7.9 Bespoke programming languages 
e.g. java, dotnet

Description/key characteristics
· Custom programming language giving full control of the overall process, implementation would probably cover this component as well as components 4, 5 and possibly even 6
Requires
· Organisation support of the chosen language, preferably with a well-formed relationship between in-house or 3rd party programmers

· A standards-compliant data access driver that can pass query instructions to the backend and return results in an object-oriented framework, e.g. JDBC, ADO/NET, ODBC

- or -
vendor-specific command line utilities to access the backend

Possible concerns
· Time to implementation can be longer than other options; a development life-cycle that makes use of prototyping early and often will reduce the risks
· Language and software can be complex to learn and maintain, but popular languages will generally have a wide community of users
10.7.10 Compressed text-file storage
Description/key characteristics
· Snapshot of principle data store(s) at a point in time

· Keeping older exports gives a crude historical record
Requires

· Data is in structured and stable form, so any downstream processors (e.g. mapping scripts) will not break
· Utility to extract data from the primary storage system(s)

· Text editor and file management utilities
Possible concerns

· text-based storage formats usually have a large amount of redundant data, and benefit greatly from compression
10.7.11 Database storage

Description/key characteristics

· Near-time view of primary data store
· Potentially, an historical record as well
Requires

· Data in structured and stable form, so any handlers (e.g. mapping scripts) will not break

· Utility to extract data from the primary storage system(s)

· Database management software installed and maintained
Possible concerns

· Still requires some form of text-based storage for a push mechanism

· Additional server software that needs to be maintained, but may be worth it as off-the-shelf systems could have a built-in snapshot/synchronisation utility (Vernon X, keEmu texxmlserver)
10.8 
10.9 
10.10 
10.11 
10.12 
10.13 
10.14 File transport mechanism (push – lower security considerations)
10.14.1 HermesLite pitcher instance
Description/key characteristics

· Extract a full snapshot of the data store
· 
· Send the snapshot to a HermesLite catcher instance
· 
· Started using operating system service/daemon, then built-in scheduler handles update transmissions 
Requires

· one of the access mechanisms described in 2.3.1 SQL or similar database instructions
· a Java runtime environment,
· a HermesLite catcher instance or equivalent, 

· 
· one of the other push-mechanisms to get data to catcher
· 
Possible concerns

· an instance of catcher exists on GAIA Resources infrastructure but this introduces a dependency on a 3rd party,

· or an instance of catcher within the organisation's infrastructure,

· or some other component 6 option implemented to make the XML available, from the pitcher database, to end users
10.14.2 Secure File Transfer Protocol (sFTP) upload

Description/key characteristics

· 
· 
· 
· command line s/FTP utility (e.g. PSCP)

· Scheduled using an operating system scheduler (e.g. Windows scheduled task), or one of the s/ftp utilities with a built-in scheduler
Requires

· sftp if using the ALA sFTP server, along with an established account (preferred)
·  
note: if automating the above on linux using in-built sftp, a private/public key – with the private key loaded on to your server, and the public key pre-loaded onto the upload.ala.org.au account; see http://ask-leo.com/
how_can_i_automate_an_sftp_transfer_between_two_servers.html 
· sftp – outgoing port 22 open on the firewall

· FTP utility (interactive or command line, freely available)

· ftp – outgoing port 21 open on the firewall, inbound ports 1025+; see http://www.techrepublic.com/article/how-ftp-port-requests-challenge-firewall-security/5031026 



Possible concerns

· ftp is not secure so data should be encrypted prior to sending; sftp is the preferred mechanism and in some instances may be required

· Push mechanism, periodic updates only (not on demand)
· 
10.15 DropBox
Description/key characteristics

· Export a file from the data store to the Dropbox folder on the local machine 

· Using either a scheduled query from the data store or a command line executed query

· DropBox synchronises with the remote folder

Requires

· Access to DropBox website and Dropbox desktop utility for automation 

· 2GB maximum export at any one point in time, if using the free version of Dropbox

Possible concerns

· Push mechanism, periodic updates only (not on demand)

· Dependence on an external service

· Access to the Dropbox website and application

10.16 Email
Description/key characteristics

· Produce a (compressed) data file and email to the ALA

· E.g. MS Access can link to most data types (ODBC), create a macro to run a query and email the results. Set up the macro to trigger when the file opens, schedule the file to open using an operating system scheduler

· Some other database systems have similar functionality (e.g. FileMaker Pro)

· Command line 'send email with attachment' is under investigation and may introduce additional dependencies

Requires

· Email account accessible to the exporting process
· Additional software allowing for command-line 'send email with attachment'; currently untested: http://www.beyondlogic.org/solutions/
cmdlinemail/cmdlinemail.htm 
Possible concerns

· Push mechanism, periodic updates only (not on demand)

· File size limits on mail servers are usually around 10MB

10.17 Post a file to a web page (using HTTP-POST) 
Description/key characteristics

· Export a file from the data store

· Using either a scheduled query from the data store or a command line executed query

· Upload the file using an ALA upload web page

Requires

· Access to the ALA upload-data web form, via port 80
Possible concerns

· Automation possibilities are under investigation (e.g. sending a POST command to the web server) and will probably introduce additional dependencies
· Transport is not secure, so data should be encrypted prior to sending
10.18 Australia Post or Courier
Description/key characteristics

· Export a file from the data store and copy it to a CD

· Mail the CD to the ALA

Requires 

· Disk and 
· postage

Possible concerns
11 Not able to be fully automated
Transport is not secure, so data should be encrypted prior to sending
12 Someone at the Atlas must be able to receive the package
13 Public/DMZ export storage mechanism
14 This component differs from component 3 (Private export storage mechanism) by virtue of the fact that data has been moved to an area of lower security within the organisation's network, or into another organisation all together (as is the case with using the Gaia Resources HermesLite catcher instance, or with Vernon Systems' near-time configurable cache hosted instance). 
15 Data should be stored in one (or more) standard form(s) to support access via a component 6 (Remote access mechanism) option. All options in component 3 apply here as well, and it may be that the data is stored in some structured non-standard form, while views into the data handle the mapping to a standard form. Likewise, the mapping may be handled by a component 6 option, as is the case in the GBIF-IPT.
16 The speed at which data are moved from component 3 to here will dictate the liveliness of data accessed via component 6, and may render some options not worth the effort.
17 Remote access mechanism (pull – higher security considerations)
17.1 GBIF Integrated Publishing Toolkit (IPT)
Description/key characteristics

· A web application that connects to a database or file, maps it to Darwin Core, allows documentation of the metadata and then bundles it up into a Darwin Core Archive file that is served from the web site on demand.

· The most recent version serves DwC archive files only

Requires

· Publicly accessible web server (e.g. Apache Tomcat)

· Installation and management of the IPT application
· A source database or flat-file
· JDBC connectivity to the source database or flat-file
Possible concerns 

· Security - requires a publicly accessible web server

· 
management of accounts if anonymous access to data is undesirable
17.2 Other remote access web-services
Remotely querying the data, including web service access points such as BioCASE or TAPIRlink.  These mechanisms require an externally accessible web server and data access software.  If one is in place and working then we wouldn’t want to change it but we wouldn’t recommend setting a new instance up unless the infrastructure is already in place.

These mechanisms have the advantage of being “on demand” and they allow filtering of the record set being retrieved.

Possible Concerns 

· Security - requires a publicly accessible web server

· Transfer rates – streaming XML does not suit large downloads

· Expert maintenance

· These systems may not be as “set and forget” as thought - if the system is sitting on a server outside the firewall then there is a transfer/synchronisation step to that server that needs to be managed anyway

17.3 Web site offering (s)HTTP-download
Description/key characteristics

· File(s) made available via external user request

Requires

· HTTP service running on org's infrastructure

· ports open to access service through org's firewall

Possible concerns

· opening of ports on org's firewall

· management of accounts if anonymous access to data is undesirable

17.4 Secure/File Transfer Protocol (s/FTP) download
 Description/key characteristics

· File(s) made available via external user request

Requires

· s/FTP service running on org's infrastructure

· ports open to access service through org's firewall

Possible concerns

· opening of ports on org's firewall

· management of accounts if anonymous access to data is undesirable
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